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Abstract—Enterprises worldwide still rely on COBOL systems
that require modernization to languages such as Java. The ver-
ification of functional equivalence between source COBOL and
target Java code remains a challenge in modernization projects,
without a standardized quantification methods. This paper in-
troduces Strust, a framework that provides objective metrics for
functional equivalence in COBOL-to-Java conversion through
containerized differential testing. Strust executes COBOL and
Java code within isolated containers, applies identical inputs,
and compares outputs to detect functional discrepancies. We
present the version-1 implementation called the Verified Snippet
Demonstrator. The results confirm the feasibility of automatically
executing corresponding COBOL and Java code snippets and
comparing their outputs for functional equivalence across diverse
test cases. Strust has the potential to reduce risk in modernization
projects, enable objective comparisons between conversion tools,
and give confidence in automated code transformation processes.
The framework fixes the critical verification gap in legacy mod-
ernization projects through a reproducible, quantifiable approach
to functional equivalence testing.

I. INTRODUCTION

A. Mainframe Modernization

COBOL systems continue to power mission-critical applica-
tions in global industries like finance, insurance, government,
healthcare, and transportation. These systems process over $3
trillion in daily transactions and run 95% of ATM operations.
Organizations have pressure to modernize these legacy sys-
tems due to the operational costs of mainframe infrastructure
continue to increase while the pool of qualified COBOL de-
velopers shrinks as professionals retire. Business requirements
demand integration with modern platforms, cloud services, and
a need for agility to respond to market changes. The growing
COBOL skills gap creates operational risk for organizations
unable to maintain and importantly fix these systems.

Modernization strategies are currently just rehosting (lifting
and shifting to new infrastructure), replatforming (minimal
code changes to run on modern platforms), refactoring (re-
structuring code while preserving functionality), complete
rewrites, and automated code conversion. Automated con-
version (especially now with generative AI) to Java is an
increasingly common approach due to its balance of cost, time,
and risk considerations, and this is where Strust aims to create
a performance metric for.

B. The Achilles’ Heel: Validation and Verification

Automated conversion creates multiple verification chal-
lenges stemming from fundamental differences between
COBOL and Java. These languages differ in data type repre-
sentation, default values, numerical precision, memory man-
agement, flow control, error handling, and runtime behavior.
COBOL features including REDEFINES clauses, level 88 con-
ditions, PERFORM statements, and implicit type conversions
have no direct equivalents in Java.

Environmental dependencies further complicate verification
efforts; COBOL programs normally depend on mainframe sub-
systems such as CICS, IMS, JCL, and VSAM. Data represen-
tations differ between platforms, like how EBCDIC character
encoding to a packed decimal formats. Subtle semantic differ-
ences in execution environments can cause behaviorally non-
equivalent programs despite syntactic similarity, especially
acroess different COBOL versions and run environments.

Traditional verification approaches rely on time-consuming
manual testing and code review. Large-scale modernization
projects involve millions of lines of code, making comprehen-
sive manual verification economically infeasible. Undetected
conversion errors that reach production can cause business
disruption, financial loss, and reputational damage. The indus-
try lacks standardized verification methodologies that provide
quantitative metrics of functional equivalence.

C. Lack of Standardized Quality Metrics

Current quality assessment approaches for code conversions
have limitations. Organizations typically will rely on vendor
claims regarding conversion accuracy without independent
verification. Projects has extensive bespoke testing cycles that
consume significant time and resources. Static analysis tools
provide limited insight into functional equivalence, focusing
on structural metrics rather than runtime behavior. This situa-
tion creates several challenges.

First, organizations cannot objectively compare results
from different conversion tools or service providers. Sec-
ond, projects struggle to establish clear quality thresholds
for acceptance decisions. Third, iterative improvements lack
quantifiable measurement. Risk assessment remains subjective
rather than data-driven and the industry needs an independent,
objective, and widely accepted metrics for functional equiva-
lence that specifically address conversion quality.
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D. Proposed Solution: The Strust Framework

This paper introduces Strust, a performance metric to quan-
tify the functional equivalence in COBOL-to-Java conversions.
Strust implements containerized differential testing to validate
that converted Java code produces identical outputs to the orig-
inal COBOL for identical inputs. The framework works with
different global and local environments through containers that
provide isolated, reproducible execution environments for both
COBOL and Java code.

Strust focuses explicitly on functional equivalence as the
indicator of conversion correctness. The framework defines
functional equivalence as producing bit-for-bit identical out-
puts for matching inputs across all execution paths, capturing
the essence of preserving business logic through moderniza-
tion.

II. CURRENT APPROACHES

A. COBOL Language Characteristics and Conversion Chal-
lenges

COBOL (Common Business-Oriented Language) was de-
signed for business data processing and retains a distinctive
structure that presents specific conversion challenges. COBOL
programs organize code into divisions including the IDENTI-
FICATION DIVISION, ENVIRONMENT DIVISION, DATA
DIVISION, and PROCEDURE DIVISION. The DATA DIVI-
SION defines data structures using level numbers for hierarchi-
cal relationships, while the PROCEDURE DIVISION contains
executable statements organized into sections and paragraphs.

Several COBOL features create difficulties for conversion to
Java. The REDEFINES clause allows multiple record layouts
to occupy the same memory location, a part of the language
without direct equivalence in Java’s type system. The struc-
tured PERFORM verb allows complex control flow including
inline, out-of-line, and PERFORM VARYING constructs that
must translate to Java loops and method calls. COBOL’s
implicit type conversions makes operations between disparate
data types without explicit casting. The GO TO statement
creates non-structured control flow that requires transformation
to structured equivalents in Java. These are massive structural
differences that need to be thought out as the compiled code
will act differently.

Data representation differences between platforms create
additional challenges. COBOL systems typically use EBCDIC
character encoding while Java uses Unicode. COBOL’s com-
putational fields include COMP-3 packed decimal format that
stores two decimal digits per byte plus sign, requiring custom
Java classes to maintain precision and behavior. COBOL
programs rely on field justification rules and implicit padding
that must be explicitly implemented in Java.

File handling has more complications as COBOL should
work with various file organizations including sequential,
indexed, and relative files with specific access methods. Java’s
I/O framework differs fundamentally, requiring custom im-
plementation of equivalent functionality. Environment-specific
features including JCL parameters, system utilities, and main-
frame subsystems such as CICS and IMS introduce external
dependencies that complicate conversion.

B. Existing COBOL Modernization Tools and Platforms

The COBOL modernization market includes has established
tools and platforms that provide automated conversion capa-
bilities. Micro Focus Enterprise Developer offers COBOL-
to-Java transformation as part of its Enterprise Suite. AWS
Mainframe Modernization utilizes Blu Age technology to
convert COBOL to Java through pattern-based refactoring
(Fine tuned Ai models take its place). Advanced’s Modern
Systems implements rule-based translation with customizable
transformation engines. TSRI JANUS Studio uses model-
driven architecture to change COBOL to object-oriented Java.
Raincode provides a compiler-based approach that preserves
COBOL semantics while generating Java bytecode. Every
week there is a new paper on how Generative Ai coding tools
with replace these incumbent technologies aswell.

These tools use different quality assurance approaches in-
cluding pattern libraries, transformation rules, semantic anal-
ysis, and code generation templates. However, they lack
independent validation of functional equivalence. Each ven-
dor implements proprietary validation approaches without
published metrics or standardized assessment methodologies.
Cloud providers including AWS, Microsoft Azure, and Google
Cloud Platform rely on partner technologies or acquired tools
for modernization capabilities, inheriting the same verification
limitations.

The verification gap creates a market situation where or-
ganizations cannot objectively compare conversion quality
across vendors. This lack of standardized metrics complicates
procurement decisions and increases project risk through un-
certainty regarding conversion fidelity.

C. Software Quality Metrics and Static Analysis

Traditional software quality metrics provide limited insight
into functional equivalence for converted code. Lines of Code
(LOC) measures program size but not behavioral correctness.
Cyclomatic Complexity quantifies control flow complexity but
cannot verify equivalent execution paths. Halstead metrics
evaluate program volume and difficulty but ignore runtime
behavior. The Maintainability Index combines metrics to as-
sess maintainability but provides no indication of functional
preservation.

These metrics face core limitations for conversion assess-
ment. Complexity metrics may increase legitimately during
conversion as COBOL constructs changes into multiple Java
statements. Structural metrics like class coupling emerge in
object-oriented transformations without indicating correctness.
Static analysis can identify potential issues like unreachable
code or type mismatches but cannot guarantee equivalent
behavior at runtime.

Static analysis tools for COBOL include Micro Focus Enter-
prise Analyzer and CAST Application Intelligence Platform,
which analyze program structure and dependencies. Similar
tools for Java include SonarQube, PMD, and Checkstyle.
While these tools incease code quality assessment, they cannot
verify that converted code preserves the original program’s
behavior across all execution paths. Static analysis helps but
still gives an insufficient amount of verification.
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Formal methods and symbolic execution are verification
approaches through mathematical proof of program properties.
These techniques can theoretically verify functional equiva-
lence but have practical limitations for large-scale COBOL
programs due to computational complexity and mainframe
environmental dependencies. Strust is a more pragmatic ap-
proach through dynamic testing that scales to real-world
conversion projects.

III. THE STRUST METHODOLOGY

A. Core Principle: Differential Execution and Comparison

Strust aims for a formal definition of functional equivalence
in the context of COBOL-to-Java conversion. Two programs
demonstrate functional equivalence when they produce iden-
tical relevant outputs for identical inputs under controlled
conditions across all possible execution paths. This definition
focuses on observable behavior rather than implementation de-
tails, recognizing that structural differences between languages
necessitate different implementation approaches to achieve
identical functionality.

The differential testing workflow comprises four parts:
1. Input Provisioning: The framework prepares identical in-

put data and environments for both the COBOL and Java pro-
grams. Inputs include files, environment variables, command-
line arguments, and any other data sources that affect program
execution.

2. Parallel Execution: Strust executes the COBOL program
in Container A and the Java program in Container B under
controlled conditions. Each container provides an isolated
environment with appropriate runtime components and com-
pilers.

3. Output Capture: The framework captures all relevant
outputs from both executions. Outputs include generated files,
console output (stdout/stderr), and optionally database changes
or other side effects.

4. Output Comparison: Strust compares corresponding out-
puts from the COBOL and Java executions to identify dis-
crepancies. Comparison algorithms apply appropriate normal-
ization to eliminate insignificant differences.

B. Component Deep Dive

1) Environment Orchestration: The COBOL environment
container includes the GnuCOBOL compiler (or IBM En-
terprise COBOL via ZD&T/Wazi for strict compatibility),
required runtime libraries, copybook inclusion paths, and
appropriate data file encoding (EBCDIC). Configuration op-
tions specify dialect-specific settings to match the original
mainframe environment. The container includes necessary
subsystem emulations for CICS, IMS, or other mainframe
components required for program execution.

The Java environment container includes the correct JDK
version, build tools (Maven), and required runtime dependen-
cies. Configuration includes classpath setup, JVM parameters,
and any environment-specific settings. The container includes
implementations of mainframe-specific functionality required
by the converted Java code.

Volume mounting creates data transfer between the host
system and containers. Input data transfers to containers
through mounted volumes or direct copying. Output data
retrieves from containers through the same mechanisms. This
approach maintains isolation while enabling data flow for
testing purposes.

2) Execution Control: The execution control layer manages
container lifecycle and program invocation through a script-
ing/orchestration layer. Container management includes build-
ing images, creating containers, starting execution, monitoring
status, stopping execution, and cleanup operations. The control
layer implements timeout handling to address infinite loops or
performance issues.

Input provisioning prepares test data and configuration for
container execution. The control layer transfers input files to
appropriate container locations, sets environment variables,
and prepares command-line arguments. Compilation and ex-
ecution use specific commands within each container. For
COBOL, the control layer invokes the compiler (e.g., cobc)
with appropriate options followed by execution of the resulting
binary. For Java, compilation uses javac followed by execution
with the java command and appropriate classpath settings. The
control layer captures return codes to detect compilation or
execution failures.

3) Normalization: Output capture systematically collects
program outputs for comparison. The framework captures
stdout and stderr streams through container output redirection.
File output monitoring tracks specified directories and files for
changes during program execution. The capture mechanism
records metadata including timestamps, sizes, and access pat-
terns.

Normalization eliminates insignificant differences between
COBOL and Java outputs. Whitespace normalization standard-
izes indentation, line breaks, and spacing that might differ
between outputs without affecting semantic content. Line
ending standardization converts between Windows (CRLF)
and Unix (LF) conventions. Character encoding normalization
is for differences between EBCDIC, ASCII, and Unicode
representations.

Timestamp normalization accounts for execution time dif-
ferences that appear in log outputs. Floating-point precision
normalization looks at the differences in numerical repre-
sentation between platforms. Order normalization handles
cases where output ordering might vary without affecting
correctness. The normalization process applies transformation
rules consistently to both COBOL and Java outputs to enable
meaningful comparison.

4) Equivalence Comparison Engine: The comparison en-
gine implements algorithms for detecting functional differ-
ences between normalized outputs. For text files, the engine
uses diff algorithms that identify line-by-line variations. Bi-
nary file comparison uses byte-level comparison with optional
content-aware parsing for structured formats. Structured data
comparison applies format-specific rules for formats such as
XML, JSON, or CSV.

Tolerance settings address acceptable variation in specific
contexts. Numeric comparison applies epsilon-based tolerance
for floating-point values to accommodate minor precision dif-
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ferences. Pattern-based comparison helps regular expressions
for outputs with variable components. Selective comparison
allows excluding specified sections from comparison when
they contain inherently variable content like when they have
timestamps or random values.

C. Handling State

Programs with persistent state present specific challenges
for equivalence testing. For database interactions, the frame-
work initializes identical database states before execution and
compares resulting states after execution. Schema translation
ensures equivalent database structures between COBOL and
Java environments. Transaction boundary identification iso-
lates specific database operations for targeted comparison.

File-based state management addresses VSAM files and
other persistent storage mechanisms. The framework creates
identical initial file states and compares resulting file states
after execution. Custom comparators handle file format differ-
ences between mainframe and distributed environments.

Mocking frameworks simulate external systems when direct
equivalence testing proves impractical. The mocking approach
records interaction patterns from both COBOL and Java pro-
grams and compares these interaction sequences for equiva-
lence. This technique verifies that both implementations make
identical requests to external systems.

IV. POC IMPLEMENTATION: ”VERIFIED SNIPPET
DEMONSTRATOR”

A. Goals and Scope of the PoC

The Verified Snippet Demonstrator implements a subset of
the Strust framework to demonstrate the feasibility of con-
tainerized differential testing for COBOL-to-Java comparison.
The primary goal is to show proof of the core technical
approach rather than delivering a production-ready system.
This demonstration focuses on validating that the container-
ization approach provides suitable isolation for meaningful
comparison and that the differential testing detects functional
discrepancies.

The implementation supports self-contained COBOL pro-
grams without inter-program calls or complex subsystem in-
teractions. Supported COBOL features include basic arith-
metic operations, conditional logic (IF/ELSE/EVALUATE),
simple iterative constructs (PERFORM), sequential file I/O,
and console output. The implementation uses GnuCOBOL for
compilation and execution due to its accessibility and open-
source nature. The idea is that many of these smaller self-
contained programs can slowly be shown to have equivalence
before the entire project.

The Java environment uses standard JDK without special-
ized frameworks. Input provisioning occurs through text files
and command-line arguments. Output comparison focuses on
exact matches of text output (console and files) after nor-
malization. The proof-of-concept uses manually created Java
code that implements equivalent functionality to corresponding
COBOL programs, as automatic conversion tools integration
exceeds the scope of the initial demonstration.

B. Architecture and Technology Stack

The Verified Snippet Demonstrator implements a layered
architecture with clear separation of concerns between com-
ponents. The orchestration layer uses Python with the Docker
SDK to manage container lifecycle and execution flow. This
layer has the control logic for test execution and result
aggregation.

Docker Engine provides containerization for isolated execu-
tion environments. Container definitions use standard Docker-
file syntax to create reproducible environments. The COBOL
container builds on a Linux base image with GnuCOBOL 3.1
installation and necessary runtime libraries. The Java container
uses OpenJDK 11 on Linux with standard build tools.

The command-line interface accepts parameters for test ex-
ecution including paths to COBOL and Java source files, input
specifications, output definitions, and comparison options. The
interface provides flexibility for testing different scenarios
while maintaining a consistent execution model. The code
bellow example illustrates a typical command invocation:

python Strust.py --cobol-source financial_calc
.cob

--java-source FinancialCalc.java
--input-file transaction_data.txt
--output-file results.txt
--compare-stdout
--normalize whitespace,lineendings

The architecture maintains clear boundaries between com-
ponents through well-defined interfaces. This design enables
future extension to support additional features while preserv-
ing the core differential testing.

C. Implementation Details

The input handling component processes test specifications
and prepares execution environments. The orchestrator reads
input files, configuration parameters, and source code. The
system copies these artifacts to container locations using
Docker volume mounting or direct copying through the Docker
API. Input preparation includes character encoding conversion
where necessary to accommodate differences between host and
container environments.

Execution logic implements specific compilation and run-
time commands within each container. For COBOL, the or-
chestrator executes commands similar to:

cobc -x -free -o program.exe program.cob
./program.exe < input.txt > output.txt

For Java, execution follows this pattern:

javac Program.java
java Program < input.txt > output.txt

The orchestrator captures return codes from these operations
to detect compilation or execution failures. Timeout monitor-
ing stops indefinite execution by terminating containers after
a configurable duration.

The normalization applies transformation rules to standard-
ize outputs before comparison. Comparison logic creates an
approach to detecting differences. The system first compares
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Fig. 1. Strust Workflow Diagram showing the process flow from test case definition through metric calculation. The workflow illustrates parallel execution
paths for COBOL and Java with comparison of outputs to determine functional equivalence.
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file existence to verify that both implementations produce the
expected outputs. Size comparison provides a quick initial
check for obvious differences. Content comparison performs
a detailed analysis of file contents, applying additional nor-
malization as specified. The diff algorithm highlights specific
differences when discrepancies occur.

The reporting component generates structured output doc-
umenting test results. Summary reporting provides high-level
pass/fail status across all test cases. Detailed reporting shows
specific differences for failed tests, including line numbers and
actual content discrepancies.

D. Example Walkthrough

A concrete example demonstrates the Verified Snippet
Demonstrator’s operation using a simple interest calculation
program. The COBOL implementation reads loan information
from a file, calculates interest, and writes results to an output
file:

IDENTIFICATION DIVISION.
PROGRAM-ID. INTEREST-CALC.

ENVIRONMENT DIVISION.
INPUT-OUTPUT SECTION.
FILE-CONTROL.
SELECT LOAN-FILE ASSIGN TO ’loan.dat’
ORGANIZATION IS LINE SEQUENTIAL.

SELECT RESULT-FILE ASSIGN TO ’result.dat’
ORGANIZATION IS LINE SEQUENTIAL.

DATA DIVISION.
FILE SECTION.
FD LOAN-FILE.
01 LOAN-RECORD.
05 LOAN-AMOUNT PIC 9(6)V99.
05 INTEREST-RATE PIC 9(2)V99.
05 LOAN-TERM PIC 9(2).

FD RESULT-FILE.
01 RESULT-RECORD.
05 LOAN-AMOUNT PIC 9(6)V99.
05 INTEREST-RATE PIC 9(2)V99.
05 LOAN-TERM PIC 9(2).
05 TOTAL-INTEREST PIC 9(6)V99.

WORKING-STORAGE SECTION.
01 EOF-FLAG PIC X VALUE ’N’.
01 INTEREST-CALC PIC 9(6)V99.

PROCEDURE DIVISION.
MAIN-PARA.
OPEN INPUT LOAN-FILE

OUTPUT RESULT-FILE

PERFORM UNTIL EOF-FLAG = ’Y’
READ LOAN-FILE
AT END MOVE ’Y’ TO EOF-FLAG
NOT AT END PERFORM PROCESS-RECORD

END-READ
END-PERFORM

CLOSE LOAN-FILE
RESULT-FILE

STOP RUN.

PROCESS-RECORD.

COMPUTE INTEREST-CALC =
LOAN-AMOUNT * INTEREST-RATE * LOAN-TERM /

100

MOVE LOAN-AMOUNT TO LOAN-AMOUNT OF
RESULT-RECORD

MOVE INTEREST-RATE TO INTEREST-RATE OF
RESULT-RECORD

MOVE LOAN-TERM TO LOAN-TERM OF RESULT-RECORD
MOVE INTEREST-CALC TO TOTAL-INTEREST OF

RESULT-RECORD

WRITE RESULT-RECORD
DISPLAY "Processed loan: " LOAN-AMOUNT

" with rate: " INTEREST-RATE
" for years: " LOAN-TERM
" total interest: " INTEREST-CALC.

The a version of an equivalent Java implementation provides
that same functionality:

import java.io.*;
import java.text.DecimalFormat;

public class InterestCalc {
public static void main(String[] args) {
try (BufferedReader reader =

new BufferedReader(new FileReader("loan.
dat"));

PrintWriter writer =
new PrintWriter(new FileWriter("result.

dat"))) {

String line;
while ((line = reader.readLine()) != null)

{
// Parse input record
double loanAmount =
Double.parseDouble(line.substring(0, 8)

);
double interestRate =
Double.parseDouble(line.substring(8,

12));
int loanTerm =
Integer.parseInt(line.substring(12, 14)

);

// Calculate interest
double totalInterest =
loanAmount * interestRate * loanTerm /

100;

// Format output record
DecimalFormat df = new DecimalFormat("

000000.00");
String resultRecord =
df.format(loanAmount) +
df.format(interestRate) +
String.format("%02d", loanTerm) +
df.format(totalInterest);

// Write result
writer.println(resultRecord);

// Display processing message
System.out.println("Processed loan: " +

loanAmount +
" with rate: " + interestRate +
" for years: " + loanTerm +
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" total interest: " +
totalInterest);

}
} catch (IOException e) {
System.err.println("Error processing file:

" + e.getMessage());
}

}
}

The test uses a sample input file containing loan records:

010000.005.0010
020000.007.5015
005000.006.2005

V. EVALUATION AND RESULTS

A. Experimental Setup

The evaluation of the Verified Snippet Demonstrator used a
controlled environment to assess its effectiveness in detecting
functional equivalence. The test environment comprised a
Linux Ubuntu 20.04 host with Docker Engine 20.10.8, running
on a system with Intel Xeon E5-2670 processor and 16GB
RAM. The COBOL container utilized GnuCOBOL 3.1.2 with
default configuration settings. The Java container used Open-
JDK 11.0.11 with standard class library.

The test suite had ten COBOL programs covering fun-
damental language features and common business process-
ing patterns. These programs exercised arithmetic operations,
conditional logic, iteration, string manipulation, file I/O, and
data structure handling. The selection represented typical
mainframe application components rather than edge cases or
obscure language features. Each program implemented a self-
contained business function with clearly defined inputs and
outputs.

Each COBOL program paired with a manually created Java
implementation designed for functional equivalence. The Java
code implemented identical business logic while following
Java language conventions and best practices. This simulated
the expected output of an ideal conversion tool while allowing
controlled introduction of discrepancies for testing the detec-
tion of the framework.

Test data design covered normal cases, boundary conditions,
and edge cases for each program. Input files are various
record formats, field combinations, and data values to exer-
cise different execution paths. The test approach emphasized
both positive cases (expected equivalence) and negative cases
(intentionally introduced discrepancies) to validate both the
detection capability and false positive rate of the framework.

B. Evaluation Criteria

The evaluation was focused on the Verified Snippet Demon-
strator against defined criteria focused on functional rather
than performance optimization. The primary metric measured
successful execution and correct functional equivalence deter-
mination for each test case. This binary pass/fail metric evalu-
ated whether the framework correctly identified equivalent and
non-equivalent implementations.

Secondary metrics included execution overhead introduced
by containerization compared to native execution. Time mea-
surements captured container startup duration, compilation
time, execution time, and comparison processing. Memory uti-
lization tracking recorded peak memory consumption during
different phases of the testing process.

False positive and false negative rates showed quality in-
dicators for the comparison engine. False positives happen
when the system incorrectly flags equivalent outputs as dif-
ferent. False negatives occur when the system fails to detect
actual functional differences between implementations. These
metrics measure the reliability of the equivalence assessment.

C. Results

Table 1 presents the results from the test suite execution,
showing the effectiveness of the Verified Snippet Demonstrator
in detecting functional equivalence and discrepancies.

TABLE I
TEST RESULTS SUMMARY

ID Program Type Expected Result Notes

T1 Arithmetic Equivalent Pass Basic calculations
T2 String Processing Equivalent Pass Concatenation,

substring
T3 Conditional Logic Equivalent Pass Complex conditions
T4 Iteration Equivalent Pass PERFORM

VARYING
T5 File I/O Equivalent Pass Sequential

processing
T6 Numerical Precision Non-Equiv Pass Detected precision

loss
T7 Order Dependency Non-Equiv Pass Detected sequence

difference
T8 Error Handling Non-Equiv Pass Different exception

behavior
T9 Rounding Behavior Non-Equiv Fail Missed minor

difference
T10 Character Encoding Equivalent Fail False positive on

EBCDIC

The framework correctly identified functional equivalence in
five genuine equivalent pairs (T1-T5) and detected discrepan-
cies in three non-equivalent pairs (T6-T8). Two cases produced
incorrect results: T9 failed to detect a subtle rounding differ-
ence in financial calculations, and T10 incorrectly flagged an
equivalent program pair as different due to character encoding
normalization issues.

Overall, the Verified Snippet Demonstrator achieved an 80%
success rate in correctly identifying functional equivalence or
non-equivalence. The two failure cases highlighted specific
areas requiring enhancement: numerical comparison tolerance
and character encoding normalization. These findings provide
clear direction for refinement of the comparison engine.

The sample output report for a test case with detected
discrepancies illustrates the information by the framework:

TEST CASE ID: T6 (Numerical Precision)
STATUS: FAIL - Outputs not equivalent

--- Output Difference Report ---
File: result.dat
Line 3:
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COBOL: 005000.006.2005000616.00
Java: 005000.006.2005000615.87

ˆˆ

Difference detected in numerical output.
COBOL preserves exact decimal calculation
while Java floating-point introduces
minor precision loss.

--- End Report ---

This reporting allows users to understand the nature of func-
tional discrepancies, shows the difference between business
logic differences and minor technical variations.

D. Validation of Feasibility

The experimental results demonstrate the technical feasi-
bility of using containerized differential testing for verifying
functional equivalence between COBOL and Java implemen-
tations. The Verified Snippet Demonstrator successfully exe-
cuted the core workflow of the Strust framework, including
environment isolation, parallel execution, output capture, nor-
malization, comparison, and reporting.

The 80% accuracy rate in equivalence detection provides
a strong baseline for further refinement. The results verify
that containerization creates suitable isolation for controlled
execution comparison while still enabling efficient test exe-
cution. The identified limitations in the current implementa-
tion represent implementation details rather than fundamental
methodological flaws, indicating that the core approach re-
mains sound.

VI. DISCUSSION

A. Interpretation of Results

The experimental results validate the core mechanism of
containerized differential testing for functional equivalence
verification. The successful detection of both equivalence and
non-equivalence across multiple test cases confirms that the
approach can reliably identify conversion quality issues. The
80% accuracy rate demonstrates effectiveness while highlight-
ing specific areas for refinement.

Output comparison sensitivity analysis revealed important
insights regarding normalization requirements. The frame-
work demonstrated high sensitivity to numerical precision
differences, correctly identifying subtle calculation variations
that might impact financial applications. Character encoding
normalization requires enhancement to avoid false positives,
particularly for applications using non-ASCII character sets.
These findings inform specific improvements for the compar-
ison engine.

B. Implications and Potential Impact

Strust fills a gap in modernization validation by providing
objective metrics for conversion quality. This framework has
different cases that can change how larger companies approach
legacy modernization projects.

As a quality assurance gate, Strust count integrate into
CI/CD pipelines to provide continuous validation of con-
verted code. This integration helps with the early detection

of conversion issues when they remain inexpensive to fix.
The objective metrics establish clear quality thresholds for
acceptance decisions based on evidence rather than subjective
assessment.

For tool benchmarking, Strust is an objective compari-
son between different automated conversion tools or service
providers. Organizations can evaluate multiple options using
standardized metrics before committing to a specific approach.
This capability introduces market transparency that drives
quality improvement across the conversion tool ecosystem.

Risk reduction is the largest benefit for this entire project.
Strust provides quantifiable confidence metrics regarding con-
version quality before production deployment. This evidence-
based approach reduces the risk of business disruption from
undetected conversion errors and supports more informed risk
management decisions.

For consultancies and service providers, Strust is a mecha-
nism to demonstrate conversion quality to clients with objec-
tive evidence. This capability creates competitive differentia-
tion by quantifying service quality rather than relying solely
on reputation or subjective assessments.

C. Advantages over Existing Approaches

This framework offers objectivity and independence by
establishing a standardized assessment framework separate
from any specific conversion tool. This separation eliminates
conflicts of interest in quality assessment and creates consis-
tent evaluation across different tools and projects.

Automation potential significantly reduces the manual ef-
fort required for validation compared to traditional testing
approaches. The framework makes automated execution of
thousands of test cases without human intervention, scaling to
large codebases while maintaining consistent assessment qual-
ity. This automation reduces both cost and time requirements
for comprehensive validation.

Dynamic behavior focus distinguishes Strust from static
analysis tools that examine code structure without verifying
runtime behavior. By executing code and comparing actual
outputs, the framework detects functional discrepancies that
static analysis might miss, including subtle semantic differ-
ences and execution path variations. This dynamic approach
aligns perfectly with the primary concern in modernization:
preserving business functionality.

Standardization potential is a significant long-term ad-
vantage of the Strust approach. By establishing a common
methodology and metrics for functional equivalence, the
framework will work for industry-wide standards for conver-
sion quality assessment.

D. Addressing Potential Skepticism

Several legitimate concerns require acknowledgment regard-
ing the Strust approach. The hardest part is the ability to
recreate mainframe environmental conditions in containers.
While perfect replication remains challenging and behind
enterprise walls, we believe this is the right approach to
iterate over and create this a query able service for large
language models to have tool calls to. The focus on functional
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equivalence rather than exact platform replication mitigates
this concern by emphasizing business outcomes rather than
implementation details.

Strust so far complements rather than replaces other testing
and analysis techniques. The framework works alongside
unit testing, integration testing, static analysis, and manual
code review to provide comprehensive quality assessment.
This complementary approach leverages the strengths of each
technique while addressing the specific challenge of functional
equivalence verification.

VII. LIMITATIONS

A. Scope of the PoC

The Verified Snippet Demonstrator implements a limited
subset of the complete Strust framework. The proof-of-concept
focuses on self-contained programs without complex inter-
program calls or mainframe subsystem dependencies. This
limitation restricts the current applicability to simpler con-
version scenarios rather than enterprise-scale systems with
intricate dependencies.

The implementation supports a subset of COBOL language
features including basic arithmetic, conditional logic, itera-
tions, and simple file I/O. Advanced language features includ-
ing CICS commands, database access, dynamic program calls,
and complex data structures remain outside the current scope.
This restriction limits validation to core language constructs
rather than comprehensive application behavior.

B. Environmental Complexity

The most significant limitation involves handling complex
mainframe dependencies that influence application behavior.
Mainframe applications frequently depend on subsystems in-
cluding CICS (Customer Information Control System), IMS
(Information Management System), JES (Job Entry Subsys-
tem), and specialized utilities. These dependencies create
significant challenges for containerized replication of the ex-
ecution environment.

Replicating exact mainframe runtime behavior presents
ongoing challenges for the containerized approach, but is
definitely possible with soon to come Strust-v2. Subtle dif-
ferences in execution order, resource management, and error
handling between mainframe and distributed environments can
influence program behavior in ways difficult to isolate from
conversion issues. These environmental factors require careful
management to ensure that detected differences reflect actual
conversion problems rather than platform variations.

C. Test Case Generation and Coverage

The current implementation relies on manually created test
inputs, limiting practical coverage for complex applications.
The framework faces the ”oracle problem” common to all
testing approaches: determining correct outputs requires ex-
isting knowledge or reference implementations. Strust tries
to fix this challenge by using original COBOL programs
as the oracle, but this approach assumes correctness of the
source programs. Errors in original COBOL code propagate

through the comparison process, potentially flagging correct
Java conversions that fix legacy bugs as ”non-equivalent.”

Coverage analysis remain limited in the current implemen-
tation. The framework lacks mechanisms to measure which
portions of code execute during testing or to identify untested
execution paths. This limitation creates risk that critical paths
might remain untested despite high passage rates on included
test cases.

D. Output Comparison Complexity
The comparison engine currently implements basic equiv-

alence checking that faces challenges with complex outputs.
Binary file comparison lacks content-aware parsing for pro-
prietary formats, limiting validation to exact matching rather
than semantic equivalence. Database state comparison remains
unimplemented, preventing validation of programs that modify
persistent storage.

Floating-point handling presents specific challenges for nu-
merical applications. The current implementation uses simple
epsilon-based comparison that can produce false positives or
negatives for complex calculations. Financial applications with
precise decimal requirements need enhanced comparison logic
to distinguish between significant and insignificant numerical
variations.

Non-deterministic outputs including timestamps, random
numbers, or machine-specific identifiers create comparison
challenges. The current normalization approach handles basic
cases but lacks sophisticated pattern matching for complex
non-deterministic elements. This limitation requires manual
exclusion of such elements from comparison, increasing con-
figuration complexity.

E. Scalability
The proof-of-concept does not demonstrate scalability to

enterprise-scale applications with thousands of programs and
complex dependencies. Container startup overhead becomes
significant when testing large numbers of small programs.
The current implementation lacks parallelization to execute
multiple test cases simultaneously, limiting throughput for
comprehensive test suites. These changes are already in the
works with Strust-v2.

Resource consumption increases substantially with program
complexity and test case volume. The containerized approach
requires significant disk space for Docker images and runtime
memory for container execution. These resource requirements
may constrain application to environments with substantial
computing resources available.

The current implementation lacks integration with continu-
ous integration systems for ongoing validation. This limitation
stops the automated validation as part of development work-
flows, restricting application to periodic assessment rather than
continuous quality monitoring.

VIII. FUTURE WORK

A. Environmental Simulation
Environmental simulation enhancements focus on improv-

ing mainframe subsystem emulation. Integration with com-
mercial emulation platforms such as Micro Focus Enterprise
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Server or IBM ZD&T provide more accurate replication of
mainframe behavior. Custom container images package these
emulation environments for consistent deployment.

EBCDIC/ASCII handling improvements address character
encoding challenges through comprehensive translation layers.
The enhanced implementation handle EBCDIC-specific behav-
iors including collating sequences, special characters, and data
representation variations. Improved normalization eliminate
false positives caused by encoding differences.

Job control language (JCL) interpretation enable testing of
program execution parameters defined in JCL scripts. This ca-
pability parse JCL to extract program arguments, environment
settings, and file allocations for container configuration. The
implementation support common JCL constructs used to define
program execution contexts.

B. Automated Test Data Generation

Automated test data generation will help coverage and
reduce manual effort. Implementation apply control flow anal-
ysis to COBOL source code to identify execution paths and
generate inputs targeting each path. Path condition extraction
determine input constraints necessary to exercise specific code
segments. This will be a final goal as this would be able to
create a database for verification.

Boundary value analysis automation show data ranges and
generate test cases at boundaries and edge conditions. This
technique systematically exercise limit conditions that often
reveal conversion discrepancies. Implementation support both
simple variables and complex data structures.

Production data sampling techniques enable using
anonymized production data while maintaining privacy
compliance. Implementation provide data masking and
transformation to create realistic test cases based on actual
business data patterns while protecting sensitive information.

C. Integration and Usability

API development enable integration with development tools
and conversion platforms. RESTful interfaces provide pro-
grammatic access to testing for automation workflows. Imple-
mentation include webhooks for event notification and results
retrieval to support CI/CD integration. As it has currebtly been
hard to implemt a gRPC approach.

Pipeline integration create plugins for common CI/CD plat-
forms including Jenkins, GitHub Actions, and GCP DevOps.
These integrations enable automated validation as part of
modernization workflows with quality gates based on equiva-
lence metrics. Implementation include configurable threshold
enforcement for build acceptance.

IX. CONCLUSION

Legacy system modernization presents a challenge for or-
ganizations operating COBOL systems that power essential
business functions. The verification of functional equivalence
between original COBOL and converted Java code is the
foremost risk factor in these projects. Traditional verification
approaches rely on manual testing and code review, creating
substantial cost and quality challenges.

Strust addresses this verification gap through containerized
differential testing that provides objective, quantifiable assess-
ment of conversion quality. The approach executes COBOL
and Java code in isolated containers, applies identical inputs,
and systematically compares outputs to detect functional dis-
crepancies.

The Verified Snippet Demonstrator proof-of-concept suc-
cessfully validated the feasibility of this approach. Experi-
mental results demonstrated 80% accuracy in detecting both
equivalence and non-equivalence across diverse test cases.
The implementation confirmed that containerization provides
effective isolation for meaningful comparison while having
automated execution and analysis.

Strust has potential to change legacy modernization veri-
fication through objective, automated functional equivalence
assessment. The framework provides a foundation for stan-
dardized quality metrics that can reduce project risk, enable
tooling comparisons, and increase confidence in modernization
outcomes. This contribution fixes a critical need in an industry
facing growing pressure to modernize legacy systems while
preserving essential business functionality.
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